
Available online at www.sciencedirect.com
www.elsevier.com/locate/ijhmt

International Journal of Heat and Mass Transfer 51 (2008) 1646–1657
Numerical simulation of film boiling on a sphere with a volume
of fluid interface tracking method

M.H. Yuan *, Y.H. Yang, T.S. Li, Z.H. Hu

School of Nuclear Science and Engineering, Shanghai Jiao Tong University, Shanghai 200240, China

Received 23 March 2007; received in revised form 18 June 2007
Available online 21 September 2007
Abstract

This paper presents a numerical method for the simulation of boiling flows on non-orthogonal body-fitted coordinates. The volume-
of-fluid (VOF) method based on piecewise linear interface construction (PLIC) is used to track liquid–vapor interface and is extended to
body-fitted coordinates. Some special treatment is taken to deal with the discontinuous velocity field due to phase change at the interface.
A double staggered grid with the SIMPLE method is adopted to solve the flow field. This method is used to simulate natural convection
film boiling and forced convection film boiling on a sphere at saturated conditions. The simulation results are compared with analytical
correlations and experimental data.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Film boiling is a major heat transfer mechanism that
occurs when wall temperature is much higher than the sat-
uration temperature of the liquid. It is widely used in cryo-
genic systems, metallurgic industries and other areas where
extremely high temperature differences are involved. Film
boiling is also a major concern in the nuclear reactor safety
analyses. In the field of severe accident research for light
water reactors (LWRs), steam explosion caused by the con-
tact of molten core and coolant is recognized as one of the
potential threats to the integrity of the containment or the
reactor pressure vessel [1]. It is widely understood that a
steam explosion proceeds in four phenomenological stages:
premixing, triggering, propagation and expansion. During
the premixing stage hot liquid in the form of particles is
mixed with the pool of liquid coolant. There is relative
movement between the particles and coolant, but the parti-
cles are prevented from intimate contact with coolant by a
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vapor blanket. If this vapor film is stable, a substantial vol-
ume of this coarse mixture might be produced. Knowledge
of the events in this mixing stage, leading to vapor collapse,
is particularly important. Various models and experiments
of film boiling heat transfer from a sphere have been pub-
lished [2–10].

With the advent of numerical techniques for the simula-
tion of interfacial flows with liquid–vapor phase change in
the past few years, the prospect of using numerical simula-
tions to study the transient and dynamic aspects of boiling
flows has become very promising. Welch [11] simulated a
fully deformable, two-dimensional bubble using moving
mesh and the interface is tracked by nodes representing
the liquid and vapor sides at the same spatial location.
Son and Dhir [12] used a coordinate transformation tech-
nique supplemented by a numerical grid generation method
to simulate film boiling for both two-dimensional and axi-
symmetric flows. Many other numerical studies of film
boiling are available in the open literature, such as that
of Juric and Tryggvason [13] developing a front-tracking
method, Son and Dhir [14] using a level set method and
Welch and Wilson [15] using a volume-of-fluid (VOF)
method.
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Nomenclature

C fractional volume function
Cp specific heat
d distance
D diameter
g gravitational acceleration
hlg latent heat
h heat transfer coefficient
J Jacobian of transformation
K conductivity
m mass flux
n unit normal vector
Nu Nussselt number, hD/kg

p pressure
p1 system pressure
q heat flux
S interface
t time
Dt time step
T temperature
DT temperature difference
u velocity in the x-direction
V velocity in the y-direction
U contravariant velocity component
V contravariant velocity component, a volume
V1 inlet velocity
x Cartesian coordinates component
y Cartesian coordinates component

Greek symbols

a geometry coefficient
b geometry coefficient

c geometry coefficient
C volume expansion or contraction
d Dirac distribution
e radiation emissivity
f general curvilinear coordinates
g general curvilinear coordinates
h angle
j curvature
l dynamic viscosity
m kinematical viscosity
q density
r surface tension
rb Stefan–Boltzmann constant
U source term for latent heat
v characteristic function
W radiant heat in phase change

Subscripts
c convection
g vapor phase
l liquid phase
sat saturation
r radiation
t total heat flux
w wall
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In this paper, a numerical method for the simulation of
boiling flows on non-orthogonal body-fitted coordinates is
presented. The volume-of-fluid (VOF) method is used to
track the interface and some special treatment is taken to
deal with the discontinuous velocity field due to the rapid
mass transfer at the liquid–vapor interface. The VOF
method [16–19] is a popular interface tracking algorithm
that has proven to be a useful and robust tool since its
development over two decades ago. It has therefore
become a frequent choice in Eulerian models of interfacial
flows, especially those flows where interfaces undergo
topology changes. A double staggered grid with the SIM-
PLE method [20] is adopted to solve the flow field because
the discontinuous velocity field and the discontinuous body
force (gravity) field at the sharp interface make a collocated
grid which is more popular for body-fitted coordinates
inapplicable. The method is used to simulate natural con-
vection film boiling and forced convection film boiling on
a sphere at saturated conditions, and the simulation results
are compared with analytical correlations and experimental
data.
2. Physical modeling

The liquid and vapor are all considered as incompress-
ible Newtonian fluids, so the momentum equation in
body-fitted coordinates can be expressed as
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Fig. 1. A domain V includes an interface S.
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Surface tension in the above equations is treated with Con-
tinuum Surface Force (CSF) model proposed in [21]. Con-
travariant velocity components U, V, Jacobian of the
transformation J and geometry coefficients dependent on
the coordinate transformation a; b; c are defined as below:

U ¼ uyg � vxg; V ¼ vxn � uyn; ð3Þ
J ¼ xnyg � xgyn; a ¼ x2

g þ y2
g; b ¼ xnxg þ ynyg; c ¼ x2

n þ y2
n:

ð4Þ

The energy equation is as below:
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U is a source for the latent heat due to phase change at the
interface. The continuity equation is as follows:

1

J
o

on
U þ 1

J
o

og
V ¼ C; ð6Þ

where C is the volume expansion or contraction due to the
mass exchange between two fluids with different densities at
their interface. The material properties in the above equa-
tion are constant in each phase but may vary from phase
to phase. These equations may be viewed as a ‘‘one-fluid
formulation” as they are expressed at any position.

In order to distinguish whether a point in the domain is
occupied by liquid or vapor, a characteristic function v
with value 1 in one phase and 0 in another phase is intro-
duced [16], then

o
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vþ 1
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J
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og
ðV vÞ ¼ 0: ð7Þ

The fractional volume function C in the VOF method may
be viewed as a discretization of the characteristic function
v, although the application of standard algorithms for
hyperbolic equations to Eq. (7) does not always give the
best results.

When evaporation or condensation occurs at the inter-
face, C is related to the interfacial mass flux m byZ Z Z

V
Cdv ¼

Z Z
S

m
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qg

� 1
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 !
ds; ð8Þ

where V is a domain, S is the interface in V, as shown in
Fig. 1. In derivation of Eq. (8), the incompressibility of
both phases is used.

Energy transfer at the interface during phase change
with radiation heat transfer can be written as
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Here ql and qg are heat flux vectors in liquid side and vapor
side of the interface, n is the unit normal vector to the inter-
face and W is the radiation energy participating in phase
change. To derive Eq. (9), kinetic energy and viscous work
are neglected. The interface temperature T s is assumed to
be equal to the equilibrium saturation temperature corre-
sponding to the system pressure:

T s ¼ T satðP1Þ: ð10Þ

If the temperature of the hot wall is high, radiation heat
transfer cannot be neglected. Because the vapor film is
always very thin, the vapor is regarded as non-participating
media for radiation, and all the radiant energy is assumed
to be absorbed at the interface and acts as an energy source
for evaporation. The radiant heat flux qr at the hot wall is
expressed as

qr ¼ erbT 4
w: ð11Þ

Based on the location and orientation of the liquid–vapor
interface, the radiant heat from a hot wall is distributed
to the distant interface approximately. Then W in Eq. (9)
is obtained accordingly. The calculation of W is strongly
dependent on a specific case. For instance, radiant energy
absorbed at the vapor–liquid interface surrounding a hot
sphere with radius r can be expressed as

W ¼ qr

r
d

� �2

cos h; ð12Þ

where d is the distance from the sphere center to the local
interface, h is the angle between the normal vector to the
interface and the vector from sphere center to the local
interface.

3. Numerical method

Eqs. (1), (2), (5) and (6) are discretized with a finite vol-
ume method in non-orthogonal body-fitted coordinates.
Pressure-velocity linkage is resolved with the SIMPLE
algorithm, in which Eq. (6) is used to construct an equation
for pressure correction. In space discretization, the second-
order central differencing scheme is used for diffusion terms
and the MUSCL scheme is used for convection terms. A
first order backward implicit approach is employed for
the time derivative.

3.1. Double staggered grid

In the solution of Navier–Stokes equations by finite vol-
ume methods, it is assumed that the discretized velocities
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that are used to satisfy the continuity equation (6) (from
which the pressure distribution is determined) should also
simultaneously satisfy the momentum equations (1), and
2). In the computation of flows in complex geometries
using non-orthogonal body-fitted grids, several practical
advantages are achieved by employing a collocated grid
arrangement in which the velocities and pressures are
stored at the same location, that is, at the grid node [22].
The collocated arrangement was out of favor for a long
time for incompressible flow computation due to the diffi-
culties in the pressure-velocity coupling and occurrence of
oscillations in the pressure. The cure for this problem
was first proposed by Rhie and Chow [23], in which the cell
face velocities are interpolated via the momentum-interpo-
lation. Although the Rhie and Chow’s procedure has
enjoyed considerable popularity, it predicts spurious cell
face velocities when local variation of pressure departs con-
siderably from linearity [24].

In the VOF method, a sharp interface is maintained
through the computation, so if the density ratio of the
two fluids is large and gravity force is included, the pressure
variation near the interface is far away from linearity. A
one-dimensional problem is used to illustrate this situation,
as shown in Fig. 2. The vapor is above the liquid and the
liquid–vapor interface is contained in the cell of node P.
Both vapor and liquid are kept static with a downward
gravity force. The pressure distribution is shown in
Fig. 2b. It is obvious that near the sharp interface, the gra-
dient of pressure changes abruptly if liquid–vapor density
ratio is large. It should be noted that this nonlinear local
variation of pressure filed can not be diminished by grid
refinement because the sharp interface is always main-
tained with the VOF method.

In a collocated grid arrangement, the velocities are
stored at the grid nodes and the cell face velocities used
in the continuity equation are calculated by interpolating
the velocities at two nodes on either side of the face. If
phase change occurs, the velocity field is discontinuous at
the liquid–vapor interface, so large errors could be intro-
duced during the interpolation. As shown in Fig. 3, evapo-
ration occurs at the liquid–vapor interface contained in the
g
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Fig. 2. Pressure variation at the interface in a one-dimensional problem.
cell of node P and the volume expansion due to evapora-
tion is C. The liquid is kept static, so the vapor velocities
at node N and node NN equal C=Dx. It is obvious that
the velocity at north cell face of node P is also C=Dx in this
case. But if it is calculated by interpolating of the velocities
at node P and node N, a wrong value of C=2Dx will be
obtained.

Because of the above difficulties, the collocated grid
arrangement is not suitable for the calculation of interfacial
flows with a large density ratio and phase change, so a stag-
gered grid seems to be a good choice. But as pointed out in
[22], in body-fitted coordinates, the grid lines often change
their direction significantly, and the velocity component
stored at the cell face may make no contribution to the
mass flux through that face, as it is parallel to the face as
shown in Fig. 4. This problem can be overcome if all Carte-
sian velocity components are stored at each cell face. With
such a variable arrangement, two staggered grids have to
be used, which are named as double staggered grid in
two-dimensions [25]. The first grid is a MAC mesh with
pressure arranged at the cell center and velocity compo-
nents at the cell faces. The second grid is so displaced that
its corners correspond to the center of the first grid. In the
second grid the pressure is placed at the corner of the first
grid, as shown in Fig. 4. With these two grids, although the
velocity components u and v make no contribution to mass
flux for the cell P belonging to the first grid (solid line),
P

Pu

v

Fig. 4. Staggered arrangement on a non-orthogonal grid.
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they contribute to the mass flux for the cell P0 belonging to
the second grid (dashed line). So the proper coupling of
velocities and pressure is ensured and oscillations are
avoided. Although this double staggered grid has no
advantages over collocated grid for normal flow calcula-
tions, it is a very appropriate choice for the calculation of
interfacial flows with a large density ratio and phase
change. More details of the double staggered grid can be
seen in [25].

3.2. VOF/PLIC on body-fitted coordinates

Eq. (7) is solved with the VOF method, in which a frac-
tional volume function C indicates the fraction of a mesh
cell that is filled with fluid of a particular type, e.g. the
liquid phase. So C = 1 indicates a liquid cell, C = 0 a vapor
cell and 0 < 1 < C a mixture cell. Material properties in
Eqs. (1), (2) and (5) are determined as below:

q ¼ qlC þ qgð1� CÞ;
l ¼ llC þ lgð1� CÞ;
k ¼ klC þ kgð1� CÞ:

ð13Þ

In order to get the C field at a new time point, the flux of
the volume of a particular fluid through a cell face during
the corresponding time step has to been obtained. An
important characteristic of the VOF method is that the flux
is calculated based on the geometric information of the li-
quid–vapor interface which may cut through a single cell.
The geometric information of the interface is obtained
through reconstruction. The orientation and location of
the interface is reconstructed by the known C field at the
old time. There are several different VOF algorithms with
different reconstruction schemes, such as SOLA-VOF
[16], FLAIR method [18], Youngs VOF [19] etc. Among
those methods, Youngs VOF method is proved to perform
well in most situations and is employed in our simulations.
Youngs VOF uses a line segment (in two dimension) de-
fined by a slope and intercept to represent the interface in
a mixture cell, which is usually called PLIC (piecewise lin-
ear interface construction). Then the flux of volume of a
particular fluid through a mixture cell face during a time
step could be computed and the C field at the new time is
updated.

Although in physical domain grid cells are irregular
quadrilaterals with body-fitted coordinates, in the compu-
tation domain after coordinates transformation grid cells
are all uniform rectangles, as shown in Fig. 5. So the
VOF/PLIC could be applied to solve Eq. (7) with few mod-
ifications. For example, flux of volume of liquid through
the right face of a mixture cell is indicated in Fig. 6 with
the shaded area.

Two test problems from [26] are used to verify the VOF/
PLIC method in body-fitted coordinates. In the tests, ana-
lytic velocity fields are chosen and no attempt is made to
couple the advection of C to the solution of the momentum
equations. A parallelogram domain and a 200 � 200 mesh
are chosen. The first test problem is to advect a hollow
square in a unidirectional velocity field ðu; vÞ ¼ ð2; 1Þ for
approximately 500 time steps (with a Courant number of
0.25). The result is shown in Fig. 7, in which contour levels
of C = 0.025, 0.5 and 0.975 are displayed.

In the second test problem, a shearing flow field is
chosen:

uðx; yÞ ¼ cos x sin y; vðx; yÞ ¼ � sin x; cos y: ð14Þ

The simulation is integrated forward in time for 1000
steps (with a Courant number of 0.25) before reversing
the sign of the velocity field and integrating for an addi-
tional 1000 steps. A perfect advection scheme would return
the initial C configuration. The initial condition is a circle.
The shapes after forward and reverse integration are shown
in Fig. 8.

Comparing the present numerical results to those given
in [26], the VOF/PLIC method is proved to perform suc-
cessfully in non-orthogonal coordinates as in Cartesian
coordinates.
3.3. Special strategy to deal with phase change at interface

The VOF/PLIC algorithm is applicable to various situa-
tions, but when phase change occurs at the interface, some
problems in the calculation of the flux of fluid volume
through a cell face appear. This is shown in Fig. 9, in which
the mixture cell contains both vapor and liquid and evapo-
ration exists at the interface. It is assumed that all the veloc-
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ities are zero except the one located at the right face of the
cell. Because vapor is generated continuously at the inter-
face, the contravariant velocity at the right face is toward
outside of the cell. With the VOF/PLIC method, which
tracks the volume fraction of liquid for instance, the flux
of volume of liquid through the right face of the cell is cal-
culated by the shaded area, as shown in Fig. 9. It is obvious
that this flux is not really transported, because in such situ-
ation, no liquid is transported through the right face of the
cell, and all the fluid passing the right face is vapor.

Faced with such a problem, some special treatment has
to be taken to find the real volume of fluid which is trans-
ported through a cell face in a mixture cell with phase
change. However, the interface which is represented by a
line segment could have arbitrary locations and orienta-
tions in a mixture cell and the velocity field is also unpre-
dictable in advance, so it is rather difficult to identify
which part of fluid volume is really transported. In this
paper, an approximating strategy is used to overcome this
problem. By this strategy, volume expansion or contraction
due to mass exchange, i.e. C in Eq. (6), is moved from the
mixture cell where phase change really occurs to the nearest
vapor cell. So with this strategy, the velocity field is diver-
gence free for all the mixture cells. Then the VOF/PLIC
method is applicable to the mixture cells without any mod-
ifications to the algorithm except that the volume of liquid
which has evaporated should be subtracted from the mix-
ture cell. As for the vapor cell with volume expansion or
contraction, no problem exits in the calculation of flux of
liquid volume through cell face since liquid is the tracked
phase and only the flux out of a cell is calculated. Then
the flux of liquid volume out of a vapor cell is always zero.
When C is moved from the mixture cell to the nearest vapor
cell, an additional deviation from the exact solution is
introduced. A fine grid could reduce this deviation. In the
application of this strategy, because of the various interface
shape, it is possible that some vapor cells get a much larger
C than their neighbor cells. Therefore smoothing of C in
the vapor cells within one or two grids could improve the
performance of the algorithm.

3.4. Procedure of the whole algorithm

The procedure of the whole algorithm is summarized as
follows:

1. Based on the previous C field and velocity field, the
VOF/PLIC method is used to obtain the new C field.

2. Surface tension is calculated with the Continuum Sur-
face Force (CSF) model.
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3. With the new C field, material properties in Eqs. (1), (2)
and (5) are obtained.

4. Energy equation (5) is solved, and new temperature is
obtained.

5. The new C field is also used to determine the interface
location and orientation. The radiation heat flux W is
calculated at the interface with phase change. Together
with the new temperature field, Eq. (9) is used to calcu-
late the interfacial mass flux m.

6. Eq. (8) is used to compute volume expansion or contrac-
tion, i.e. C in Eq. (6), and then C is moved from a mix-
ture cell to the nearest vapor cell.

7. Eqs. (1), (2) and (6) are solved iteratively with the SIM-
PLE method to get the new velocity field.

The algorithm is second order in space and first order in
time. The VOF/PLIC method has a time step limit. The
explicit treatment of surface tension in CSF model has a
stricter restriction to the time step [21]. So the first order
differencing in time is accurate enough.

4. Simulation results and discussion

4.1. Natural convection film boiling on a sphere

An analytical solution for the natural convection film
boiling on a sphere was first reported by Frederking and
Clark [27], where the equations for the boundary layer in
a vapor film, which was assumed to be smooth and sur-
rounding the sphere, were solved by simplifying the equa-
tions and balancing integral momentum and energy. The
correlation for Nusselt number is as below:

Nu ¼ 0:586 Ra
hfg

cpg
DT

	 
1=4

; Ra ¼
gCpgðql � qgÞD3

kgmg

: ð15Þ

Dhir and Lienhard [28] got a similar correlation:

Nu¼ 0:67
ðql�qgÞgh0fgD3

mgkgðT w�T satÞ

" #1=4

; h0fg¼ hfg 1þ0:34
cpgDT

hfg

	 

:

ð16Þ
Dhir and Purohit [6] did an experiment with spheres of

steel, copper, and silver in water. They found that the prop-
erties of the sphere do not affect the heat transfer coefficient
provided a stable film exists. When they correlated their
data at saturated condition, they got:

Nu ¼ 0:8
gðql � qgÞhfgD3

mgkgðT w � T satÞ

" #1=4

: ð17Þ

In addition to the above correlations, other authors
have obtained different correlations analytically and exper-
imentally which are reviewed by Liu and Theofanous [9].

In the simulations carried out in the present study, the
liquid properties are ql = 958.0 kg/m3, ll = 0.000279 kg/
m s, kl ¼0.680 W/m k, Cpl = 4217 J/kg K and the vapor
properties are qg = 0.2579 kg/m3, lg = 0.0000297 kg/m s,
kg = 0.0637 W/m k, Cpg = 2186 J/kg K. Other parameters
are set as surface tension r = 0.0589 N/m, saturation tem-
perature Ts = 373 K, latent heat hlg = 2257000 J/kg, grav-
ity g = 9.8 m/s2. In this simulation, thermal radiation is not
considered.

We take advantage of the symmetry in this problem and
a computational domain of 0.1 m � 0.2 m is used. The
sphere diameter is 0.00635 m and the temperature of the
sphere surface is kept 1063 K. The grid and boundary con-
ditions are shown in Fig. 10. Initially, the sphere is
immersed in water and the distance from the sphere center
to the water surface is 0.02 m. A vapor film of 0.7 mm
thickness is initialized around the sphere.

At first, results of a convergence study are presented to
ensure the adequacy of the grid resolution. Three grid res-
olutions 60 � 60, 120 � 120, and 180 � 180 are considered.
A lot of grids are placed in the boundary layer near the
sphere to capture the thin vapor film and the minimum
spacing of the finest grid near the sphere is about
5 � 10�6 m. Fig. 11 shows the liquid–vapor interface move-
ment on the three grids as the first bubble forms at the rear
part of the sphere and leaves the vapor film. Fig. 12 shows
the convective heat transfer coefficient hc during the tran-
sient. From these figures, it is concluded that the grid res-
olution of 120 � 120 adequately represents the case under
consideration.

There is always a periodic generation and detachment of
vapor bubbles on the rear part of the sphere and the whole
vapor surface is wavy as observed in experiment [9]. The
convective heat transfer coefficient largely dependent on
the vapor film thickness also changes periodically. Fig. 13
shows the Nu number during five periods of vapor bubble
generation and detachment. The values of Nu number pre-
dicted by the correlations mentioned above are also dis-
played in Fig. 13. From this figure, it is seen that the Nu
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Fig. 13. Nu numbers during five periods of vapor bubble generation and
detachment.

Table 1
Three experimental cases of forced convection film boiling on a sphere for
numerical simulation

Case V 1 (m s�1) Fr T w (K) ht (W m�2 K�1) hc (W m�2 K�1)

1 0.955 14.24 1061 369.57 314.95
2 0.538 4.515 1012 324.74 276.25
3 1.838 52.767 999 457.60 410.59
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numbers predicted by Eqs. (15) and (16) are close to the
averaged Nu number obtained with the simulation and
Eq. (17) gives a higher value. It should be noted that Dhir
and Purohit’s experiment [6] is around the minimum film
boiling temperature and may be partially in transition boil-
ing regime, so Dhir and Purohit’s correlation may overes-
timate film boiling heat transfer from a sphere.

4.2. Forced convection film boiling on a sphere

Film boiling from a moving sphere or a sphere sub-
merged in flowing liquid differs from natural convection
film boiling in the way that the vapor flow field is affected
by the momentum exchange with the liquid flow at the
liquid–vapor interface in addition to the buoyancy force.

Only a few experimental investigations of forced convec-
tion film boiling from spheres have been made. Stevens and
Witte [7], Walford [8], Jacobson and Shair [29], Dhir and
Purohit [6] have performed quenching tests using spheres
of various sizes and materials, moving through various liq-
uids. Most of these data are unsuitable for comparison to
numerical simulation, because they lack some required
details, such as instantaneous surface temperature and heat
flux. The new experimental data base provided by Liu and
Theofanous [9] consists of very high temperature film boil-
ing (pure film boiling with the sphere temperature higher
than the quenching point) in all the flow regimes and the
film boiling heat transfer data can be obtained in their
experiments. So their data are suitable for comparison to
the present simulations.

Three cases from Liu and Theofanous’s experiments [9]
are chosen as in Table 1. In these cases, the sphere diameter
is 6.35 mm and the water is kept saturated.
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In these simulations, the liquid properties and vapor
properties are same as those used in the natural convection
film boiling simulation. Thermal radiation is included here,
with Stefan–Boltzmann constant rb ¼ 5:67� 10�8, emissiv-
ity e = 0.7. A grid resolution 120 � 120 is used. The com-
putation domain and boundary conditions are similar to
those of the natural convection, except the bottom
boundary in Fig. 10 is changed from wall to an inlet
boundary.

In the first case, the sphere temperature is set as 1061 K
and the inlet velocity 0.955 m/s. Initially the sphere is
above the water and the sphere center is 0.01 m away from
the water surface. The movement of the liquid–vapor inter-
t=0.00347s t=0.00935s 

t=0.0442s t=0.0498s 

Fig. 14. Movement of liquid–vapor
face in the simulation is shown in Fig. 14. The vapor film at
the front part of the sphere is thin and wavy. A large and
long vapor wake can be seen. Vapor slugs detach from
the trail of the vapor wake when the wake becomes too
long. At t = 0.0644 s, the velocity field in the vapor film
at the front part of the sphere is shown in Fig. 15. The
parabolic distribution of velocity along the radial direction
in the vapor film is in accordance with the analytical mod-
els [2–6]. A new experimental picture of a ZrO2 sphere of
diameter 6.35 mm at 1200 K falling to saturated water is
shown in Fig. 16. More details about the experimental
facility can be seen in [30]. Because the ZrO2 sphere enters
the water at a bigger velocity and decelerates below the
t=0.0186s 0.0284s 

t=0.0557s t=0.0644s 

interface in simulation of case 1.



Fig. 15. Velocity field in the vapor film at the front part of the sphere at
t = 0.0644 s.
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Fig. 17. Convective heat transfer coefficient hc of case 1.
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Fig. 18. Convective heat transfer coefficient hc of case 2.
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water surface, the vapor wake is longer than that in
simulation. However, the basic feature of the vapor slug
detachment from the wake agrees with the experiment
observations.

Fig. 17 shows the convective heat transfer coefficient hc

of case 1. The experimental results are displayed for
comparison. hc oscillates in the simulation because of the
wavy liquid–vapor interface. As the vapor slug detaches
from the vapor wake around t = 0.05 s, the oscillation
enlarges.

The convective heat transfer coefficients hc of case 2 and
3 are shown in Figs. 18 and 19. In case 2, the inlet velocity
is lower, so the vapor slug detachment point is closer to the
sphere. The periodical oscillation due to vapor slug detach-
ment is more obvious. In case 3, the inlet velocity is larger,
the high frequency of the liquid–vapor interface fluctuation
leads to oscillation of hc accordingly. In case 3, the vapor
wake behind the sphere is very long, so vapor slug detach-
ment does not have obvious influence on hc.

Figs. 17–19 show that the calculated heat transfer coef-
ficients in these three cases are in a good agreement with
the experimental data considering the uncertainty in exper-
iments. It should be noted that radiation from the sphere
enhances the production of vapor that goes into the vapor
Fig. 16. An experimental picture of a ZrO2 sphere of di
film, and affects the convective contribution of film boiling.
For sphere temperature considered in the experiment, ther-
mal radiation only accounts for about 10–15% of the total
heat flux as shown in Table 1. So the influence of radiation
on convective heat transfer is not obvious and is not stud-
ied here, although radiation has been included in the simu-
lations. In the course of a severe reactor accident, a molten
ameter 6.35 mm at 1200 K falling to saturate water.
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drop of very high temperature falls through water. In this
situation, thermal radiation will become dominant and a
further study is needed to investigate the effect of radiant
heat.

5. Conclusion

A numerical method for the simulation of boiling flows
with non-orthogonal body-fitted coordinates is presented.
The volume-of-fluid (VOF) method based on piecewise lin-
ear interface construction (PLIC) is extended to body-fitted
coordinates, and it is proved to perform as successfully as
in Cartesian coordinates. In order to overcome the prob-
lem in getting a true volume flux in a discontinuous velocity
field due to mass transfer at the liquid–vapor interface, vol-
ume expansion or contraction due to mass exchange is
moved from a mixture cell where phase change really
occurs to the nearest vapor cell. This special treatment is
easy to adopt and is proved to be effective in the simulation
practice. A double staggered grid with the SIMPLE
method is used to solve the flow field.

The method is used to simulate natural convection film
boiling and forced convection film boiling on a sphere at
saturated conditions. The liquid–vapor interface movement
in simulation is in agreement with experimental observa-
tions. The parabolic velocity distribution in the thin vapor
film which is difficult to observe in experiment is obtained
by the numerical simulation. The convective heat transfer
coefficients are also consistent with both correlations and
experimental data. Obviously, numerical simulations with
the interface tracking method to study the transient and
dynamic aspects of liquid–vapor phase change have a
promising prospect.
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